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This report summarizes a simulation study of a feedback scheme that can
reduce the Ground Communications Facility error rate by more than two orders
of magnitude in real time even in the highest error mode. The after-pass retrans-
mission time is eliminated or reduced drastically in the case of long time outages.
The new scheme also provides storage for outage data, thus eliminating the search
time for data to be retransmitted after-the-pass for the Clean Tape Log. No new

hardware is required.

l. Introduction

Until now, our efforts to reduce the Ground Communi-
cations Facility (GCF) error rate from the present bit
error rate (BER) of 10-* (or block rate of about 10~ to
10-2) to an acceptable value of less than 10-¢ (or block rate
of less than 10-%) have been hampered, first, by the dis-
covery in 1974 that forward error correction was not
effective (Ref. 1) and then, later, by objections to the long
time required for necessary internal processing implicit
in the two feedback retransmission schemes proposed at
that time (Refs. 2 and 3). The feedback protocol proposed
in Ref. 4 was designed mainly to eliminate these objec-
tions by letting our USER dictate what time he can give
us for this internal processing and then finding the reduc-
tion in error rate that can be achieved as a function of
this waiting time. It also has the important feature of

JPL DEEP SPACE NETWORK PROGRESS REPORT 42-28

providing a storage for bad data, including outage data
that cannot be delivered in real time, to hold such data
for retransmission during the filler block times (when the
data line is clean) or after the pass in the case of long
outages (a rare event, but still a problem), thus elimi-
nating the search time for outage data. Equally impor-
tant, no new hardware is required.

Real-time error reduction is not the only feature de-
sirable in the GCF. It must be possible to log error-free
data with minimum after-pass retransmission. There are,
therefore, two main parameters by which to evaluate the
performance of this scheme (and indeed any feedback
scheme on the GCF). Given the acceptable USER waiting
time, we need to know the error rate of the data delivered
to him in real time and the reduction in the time for
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retransmission of bad data after the pass. As to the sec-
ond requirement, we show that this scheme cleans up all
the normal errors on the GCF during the pass, including
all short outages; part of the long outage data (several
thousand blocks long) may have to wait until after the
pass for retransmission for the Clean Tape Record. This
report is addressed principally to the first question: the
real-time error rate to the USER.

In a simulation study of about 10% hours of real-time
data in the noisiest mode of the high-speed 4.8-kbps data
line, 2000 block errors were reduced to 128 block errors
to the USER at a maximum waiting time of only 3 sec-
onds and to only 40 block errors if the maximum waiting
time is increased to 6 seconds. This is a reduction in error
rate from a BER of 10 to 10-° at a waiting time of
3 seconds, and it is the highest USER error in all the
simulations. In several cases, all the errors were corrected
within the allowable waiting time. The highest errors
delivered for different USER waiting times were:

Waiting time
t, seconds Error to USER
0 2000
3 128
6 40
9 31

The time ¢ = 0 corresponds to no processing (no feedback
retransmission).

The wideband data line is known to be better than
the high-speed line, which explains the better perform-
ance of this scheme in the wideband mode at a waiting
time of 3 seconds. The error rate to the USER in this
case is 10-". The wideband data line performance at the
noisiest mode was:

Waiting time
t, seconds Error to USER
0 2000
3 69
6 52
9 49

In both the high-speed and the wideband data line
modes, 10 hours of line use provide literally thousands
of filler block times at 90% (or 95%) data rate during
which the 128 blocks (high speed) or the 69 blocks (wide-
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band) for the Clean Tape Record can be retransmitted.
Thus, as mentioned above, this scheme requires no after-
the pass retransmission time during 99.9% of the total
GCF operation comprising the normal error and short
outage (up to several hundred blocks) modes.

Il. The Retransmission Scheme

A schematic diagram (Fig. 1) is given to aid in under-
standing the feedback protocol.

The operating procedure is as follows: Each new data
block transmitted is stored in the Priority Buffer (PB)
until an acknowledgment signal has been received at
transmitter T as to whether it has been received correctly.
Thus, by the time word is received about the error status
of the first block transmitted, as many new data blocks
as can be transmitted within a loop time (LD blocks)
will have been sent. All these LD blocks will be stored
in the Priority Buffer. As soon as an acknowledgment
signal indicates that a block has been received error-free,
that block is dropped from the Priority Buffer. Thus, at
any time not more than LD blocks are stored in this
buffer, and the current feedback error status signal
applies to the oldest block in it.

Now suppose an error message is received and the
USER allows only ¢ seconds for any internal processing
that can be done to correct this error block and the burst
that may follow. Since data must be delivered in sequence
to the USER, delivery of all subsequent blocks is held
up in the Receive Buffer (RB) until the error block is
corrected or until ¢ seconds are up, whichever comes
first. Think of this USER waiting time in terms of the
tRr/1200 blocks that can be transmitted in the allowable
t seconds. Better still, let us think of it in terms of the
NT = [(tR;/1200) — LD] blocks that can be transmitted
from T to the receiver R starting from when the error
status message is received at the transmitter until the
time required for a new block transmitted to reach the
receiver just before the ¢ seconds are up. The NT block
times are all we can use for any possible retransmissions
we must do.

When the error message reaches the transmitter T
indicating the beginning of a burst:

(a) The transmitter time is set at TIME = NT, count-
ing down one every block time.

(b) The incoming new data stream is diverted into
the New Data (ND) Buffer.

JPL DEEP SPACE NETWORK PROGRESS REPORT 42-28



(¢) The error block is taken from the first position in
the Priority Buffer, transmitted, and re-inserted in
the PB but now as the newest entry. Thus, the
Priority Buffer still contains the LD blocks on
which error status reports have not been received.

Steps (b) and (c) are continued in the case of consecutive
errors. However, if within the execution of these two
steps there is a good block, then:

(i) Drop the acknowledged block off the Priority
Buffer.

(ii) Transmit the oldest block of the new data stream
in ND Buffer.

(iii) Insert the new block into the newest block position
in the Priority Buffer.

STEPS (b) AND (c) ARE OPERATIVE ONLY IF
NT > 0.

As soon as the retransmission time is up (when NT = 0):

(1) Start transmitting new data from the queue in the
ND Buffer.

(2) Empty all the LD blocks in the Priority Buffer into
the Old Data Buffer (ODB). These are the blocks
on which error status reports have not been re-
ceived and which may contain errors. When the
acknowledgments, if any, are received, only the
bad data are retained in the ODB. The ODB con-
tents are transmitted within the filler block times
during 99% of the time when the GCF is in the
normal error-free mode. These blocks are then
merged with stored error-free real-time blocks to

(3) Deliver all the blocks in the Receive Buffer (though
some are in error) to the USER and write a copy
of these blocks on the Clean Tape Log. Since up
to 40% of the bad blocks contain 50-bit errors or
more (almost 509 in the wideband data line), not
many of the error blocks delivered to USER would
be useful.

In summary, we need four buffers and a storage for
clean data.

(1) The Receive Buffer stores all blocks correctly
received during retransmission time until all prior
blocks have been successfully retransmitted or until
the retransmission time is up, whichever comes
first.

(2) The New Data Buffer stores the new data stream
during the retransmissions.

(3) The Priority Buffer retains each new block until
its error status report is received and each retrans-
mitted block until the retransmission time is over,
then all the contents are emptied into the ODB.

(4) The Old Data Buffer holds all the data that cannot
be delivered in real time. During periods of long
line outages, this buffer becomes increasingly long
as undelivered data continue to pour into it from
the Priority Buffer. The Priority Buffer and the
Old Data Buffer can be part of the same physical
device with two pointers: one to the data that can
still be corrected before they are delivered to the
USER, and the other to those data that must wait
until filler block times or after-the-pass.

(5) The Clean Tape Log is a record of only correct
data. It acquires error-free data by merging real-
time good blocks with those retransmitted later

form the Clean Tape Log. from the ODB.
The following is an example of how the scheme works:
4 NT =17
14 13 12 11 -16-9 |6 8 7 4 6 15 43 21—
4 9 6 8 7 413 6.1 5 8, 2 1, ==——— feedbackreply
ND ODB RB = (CTL)
’ o P
WhenNT=0 |y 11 10 9| |6 87 4| |8 7654321 USER
? o

TOTAL ERRORS = 4

JPL DEEP SPACE NETWORK PROGRESS REPORT 42-28

51



This is an example of high-speed 4.8-kbps data line
performance for which the USER allows up to 3 seconds
for retransmissions. The 3 seconds is a total of 12 block
times. Suppose the loop time is equivalent to 5 block
times; then we have 7 block times for all the retrans-
missions we may need to do. When block 5 is being
transmitted, the feedback reply on block 1 says error, so
block 1 is retransmitted next. Meanwhile, block 2 got
through, so transmit block 6, etc. The error blocks in
feedback replies are x-ed. Just after the second retrans-
mission of block 6, retransmission time NT = 0. So

(i) Deliver blocks 8 7 6 5 4 3 2 1 to USER
and write a copy on CTL.

ND CTL

(ii) Old Data Buffer gets blocks 6 8 7 4; block 4
being the oldest block while 6 is the newest; block
3 having just been confirmed error-free.

Meanwhile, blocks 9, 10, 11, and 12 are being stored
in the New Data Buffer. Here we assume the data rate
to be 90%, which makes every tenth block a filler. The
next block to be transmitted is block 9 and, the 10th
being a filler, we use the space to retransmit block 4 for
the Clean Tape Log. When block 14 is being transmitted,
the status as known to the transmitter is:

PB

18 17 16 15

[987654321]

14 13 12 11 4J

ODB = Empty

USER

[987654x321|

Instead of retransmitting block 4 during filler time 10,
we may elect to send the new block 11, which is already
waiting in ND, since priority is not on retransmissions
to the Clean Tape Log. Indeed, this is what should be
done to clear the new data buildup in ND and catch up
with normal new data flow at the buffer. The subsequent
filler block times before the next burst can then be used
for retransmissions from the ODB.

lll. Simulation

The functional diagram of the simulation program is
presented in Fig. 2. The important parameters are NT
(the number of retransmissions that can be done within
the waiting time), LD (the loop delay or the number of
block storage locations in the Priority Buffer), and NR,
an integer describing the input data rate R,: for every
NR transmitted block times, NR — 1 data blocks enter
the system at times N 5£0 mod NR (see Ref. 3). In other
words, every NR'™ transmitted block is a filler for line
synchronization. For example, data rates 0.9 and 0.95
data blocks per channel block correspond to NR = 10
and 20, respectively.

The channel errors were generated according to the
GCF model developed earlier (Ref. 5) driven with pseudo-
random inputs. Block errors were generated directly in
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the following way: In the model p;, ¢;, i =1, -+, 4, are,
respectively, the proportion of times spent in the good
(error-free) states and the probabilities of entering these
states. Then it can be shown that the conditional prob-
ability, starting from an error block, of getting a good
block after not more than n error blocks is given by

Sc
“pid — ps

. (l—pf)Z("‘l
)
1- .(1—p?>s @

Sci
pi(l—pi)
Similarly, the conditional probability, starting from a

good block, of getting an error block after not more than
n good blocks is given by

sop L)
Cip —————
p Pi(l“‘Pi) (2)
v Cip
pi(l—pi)

It may be noted that (1) and (2) are just the cumulative
probabilities of the time, or the number of blocks, until
a change of state (error or error-free); the block length
is NASA-standard s = 1200 bits. Uniformly distributed
random numbers between 0 and 1 were generated and
used to find the values of n until the first error occurs
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in (2). By using (2) and (1) alternately in this way with
the random numbers, error sequences for the different
error phases of the GCF were generated. Each run was
continued until 2000 block errors occurred. The experi-
ment consists of counting the number of the 2000 block
errors left uncorrected (unretransmitted) within the
allowable waiting time ¢ seconds and different loop delay
times LD corresponding to the two different loops now
being employed on the GCF. The total block lengths of
each of the runs varied from 152 X 10 to 190 X 10° in
both the high-speed and the wideband data lines. This
variation is equivalent to from 8 hours to a few hundred
hours of real-time GCF channel use.

IV. Resuits

A general conclusion from this simulation study is that
this scheme can reduce the real-time USER error by at
least two orders of magnitude. This error reduction can
be achieved if the allowable waiting time is at least
2 X LD. This means, for example, that if the longer
two-hop link is used between stations, at 4800 bps
(LD = 8), the user must allow up to 4 seconds for
possible retransmissions. If, on the other hand, the shorter
one-hop link is used (LD = 5), a maximum waiting time
of 3 seconds is enough.

The USER error rate decreases with LD. This is so
because for short loop delay the transmitter is told earlier
about the beginning of a burst and starts retransmitting
those blocks already affected, thus preventing further
new data from being garbled. Of the 2000 errors in each
of the over 300 runs, the maximum USER error was 128
at a waiting time of 3 seconds; more than 509% of the
runs delivered less than 10 block errors each to the
USER. The error rates for the red, amber, and green
error phases of the high-speed data line and the overall
average performance in both the high-speed and the
wideband modes are shown in Tables 1 and 2 for maxi-
mum waiting times varying from 3 to 10 seconds.

The real-time USER error rate is independent of data
rate. However, straightforward analysis shows that both
the New Data and Old Data Buffer buildups depend
strongly on the channel statistics and data rate. A 90%
(or 95%) data rate provided enough filler block times to
clean up both buffers but the question of how large ND
ever gets before it is cleaned up during the long error-
free periods is still under investigation. The Receiver
Buffer can never be as large as LD + NT but can be as
small as LD during repeated retransmissions of conse-
cutive errors.
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Table 1. Performance on high-speed data line

Maximum USER
Raw block rate (BER) waiting time,
seconds ( blocks)

Real-time run

duration, hours USER block rate (BER)

LD=35
3 (12) 29 1.26 X 10~ ( X 10~)
Red 5 (20) 28.50 3.36 X 107° (X 10°*)
6.50 X 107 6 (24) 28 3.92 X 10-*
(2.45 X 10™) 9 (36) 29 3.45 X 10°°
10 (40) 29 3.38 X 107°°
3 82 2.36 X 107° (< X 107%)
Amber 5 82.6 1.78 X 10°°
2.12 X 10 6 81 1.38 X 10°°
(2.93 X 10°°) 9 84 1.23 X 10°*
10 82.5 1.18 X 10°*
3 118 4.12 X 10
Green 5 119.30 3.66 X 10°*
1.18 X 10~ 6 119.56 2.90 X 10-¢
(3.32 X 10°) 9 118 2.35 X 10°°
10 116 2.29 X 10°¢
LD =38
3 (12) 27 7.15 X 10
Red 5 (20) 26.80 6.86 X 10°
6.50 X 10°* 6 (24) 25 3.92 X 10°
(2.45 X 107*) 9 (36) 28 3.81 X 10
10 (40) 29 3.61 X 10°*
3 82.5 2.95 X 107°
Amber 5 82.8 1.93 X 10~
2.12 X 10 6 79.4 1.66 X 10°°
(2.93 X 10°) 9 82.5 1.32 X 107
10 82.5 1.21 X 10°
3 116 5.38 X 10
Green 5 119.4 473 X 10°®
1.18 X 107 6 119.5 431 X 10°°
(3.32 X 10°) 9 118 3.29 X 10~°
10 118 3.06 X 10~
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Table 2. Overall average performance

Raw block rate (BER)

Maximum USER waiting
time, seconds (blocks)

Real-time run
duration, hours

USER block rate (BER)

HSP data line

3 (12) 69 2.31 X 107° (X 1077)
LD=5 5 (20) 64.4 2.05 X 10~
2.19 x 10°* 6 (24) 67.7 1.76 X 10°®
(4.38 X 10°) 9 (36) 68 1.25 X 10°*
10 (40) 65 1.19 X 10°
3 65.25 6.28 X 10°
5 67.4 3.81 X 10°
LD =28 6 67.50 2.26 X 10°°
9 69 1.76 X 10°*
10 69 14 X 10”°
50-kbps wideband data line
3 (125) 8.6 4,35 X 10~° (~ X 107")
LD =31 5 (209) 8.2 3.00 X 10°*
1.63 X 10~ 6 (250) 8 1.39 X 10°*
(3.54 X 10°°) 9 (875) 7.8 1.12 X 107
10 (417) 8 1.07 X 107
3 8.5 5.33 X 10°*
5 8.1 447 X 10
LD =51 6 8.7 3.52 X 10°®
9 8.5 2.32 X 10"
10 8 1.71 X 10°°
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NEW DATA STREAM UNTIL IT IS CALLED FOR
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PB  PRIORITY BUFFER
ODB  OLD DATA BUFFER
T TRANSMITTER
CTL CLEAN TAPE LOG ON WHICH THE CLEAN DATA
ARE WRITTEN AFTER ERROR CORRECTION
RB  RECEIVE BUFFER
R RECEIVER
Fig. 1. Retransmission scheme
NO NEW
ERROR - - DATA N
I
Y YES |
NT=0 |
. o . s e e — ——— — —d
e S —— J
I
v |
I
NT>0 U N = 0 (MOD NR)
L OLD
P8 —_—_——— - 2 DATA
NT =0

Fig. 2. Simulation functional diagram
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